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sequence Labelling

Algorithmic assignment of a categorical
label to each member of a sequence of
observed values

set of classification tasks

Generative and Discriminative classifiers

based m logistic
regression a

f require Viterbi
algorithm

Maximum Entropy Markov Models CMEMMs



































































































chunking
Extract phrases from unstructured text

on top of Pos tagging
Pos tagging chunk

Standard chunk tags NP noun phrase
VP verb phrase

Pos tags N noun
v verb
ADV adverb

1 Pos tagging



































































































How word used in sentence

8 main POS

1 Noun N
2 Pronoun PRO
3 Adjective ADJ
4 Adverb ADV
5 Verb
6 Preposition

Vp

7 Conjunction CON
S Interjection

Tells us about sentence structure

Parts of speech

1 closed class fixed membership prepositions
of it you etc
occur frequently



































































































2 Open class constantly added to nouns
verbs etc

corpora



































































































Tree Bank

Parsed text corpus that annotates syntactic
or semantic structure

POS tags

Pos tagging

Assign Pos marker to each word in an

input text



































































































Disambiguation task

Eg book verb or noun

1 book that flight
2 hand me a book

that determiner or complementizer

D does that flight serve dinner
2 I thought that your flight was earlier



































































































3 Approaches for Pos tagging
1 Rule based taggingENGTWOL

2 Transformation based taggingBrill

3 Stochastic taggin
HMM

1 Rule Based Tagging
2 stage architecture

stage 1

Dictionary of Tagsets

Assign all possible tags to each word using
morphological orthographic rules

stage 2
Write rules to remove selective tags based
on preceding following words

leave in correct tag



































































































Q sentence she promised to back the bill

stage 1

Dictionary

Word Tags personal pronoun

prep past participle
she

VBN VBD
Past tense verb

promised
to to
back viz Jj

RBfmandverb

the DT
bill NN VB

stage 2

Rule 1 eliminate VBN if VBD is an option
when the word follows

start Prp



































































































2 Stochastic tagging

Tag encountered most frequently with
the word in training set

Problem may yield inadmissible sequence of
tags

requires training corpus

simplest

3 Transformation Based tagging
Brill tagging instance of transformation
based learning
Transformation rules

Transformation process

1 If word known most frequent tag2 If word unknown naively assigns noun

change errors with rules























































































Q Corpus

He is expected to race tomorrow
The race for outer space

1 Using Brown corpus NN most likely tagfor race

2 Use transformation rule to replace NN with
VB if race preceded by TO

POSTagging as a classification problem

Function f w m y feature function for
tag type y at position m in sequence
W Wi Wz WM

Returns a single feature

wi Yi

tagword to
betagged



































































































Each feature is weighted

Cwm can you V large pos weight
verb verb sequences low preference

Garden Path Sentences

Grammatically sentence St reader's most
likely interpretation will be incorrect

Reader's parse yields unintended meaning

Eg 1 The old man the boat

The old man expected to be determiner
adjective noun

Suggesting uncompletable parse
































































































Actual less obvious parse

To be interpreted as

The old people man the boat

cope'rate

2 Named Entity Recognition NER

Information Extraction

Finding factual information in free text

Facts structured objects db records



































































































IE tasks
1 NER
2 Co reference resolution
3 Relation extraction
4 Event extraction

Ca NER

ID and classification of types pre defined
of named entities
organisations
People
Places
Temporal expression
currency expressions
Numerical expressions

Filling a small scale template with
extracted information








































































Cb Co reference resolution

Multiple co referring mentions of the same

entity in text

c Relation extraction

Detecting q classifying relationships in
text

d Event extraction

Hardest of 4 tasks




















































































Named Entity

Anything that has a proper name

person location organization
s most common tags

Problems in Identifying NES



































































































Tagset for named Entity
1 Automatic content Extraction ACE

Hierarchical tagset

2 CLIA

Hierarchical tagset
Developed for tourism and Health

Named Entity types

Hierarchically divided into 3 major entity
classes
1 Name
2 Time
3 Numerical expressions

Examples in slides



































































































Approaches for NER

1 Dictionary Rule Based

2 ML
a HMM
b Naive Bayes
C MEMM
d CRFs

3 Hybrid approach

1 Dictionary Approach
Diets for identifying NERs

Gazetteer contains Nes from all domains
geographical index or dict

tedious to prepare diet

simple approach

Regex for phone email captialized names

Rules for location context patterns



































































































BIO Encoding

For noun phrases

B NP beginning of NP chunk
I NP inside NP chunk
0 outside NP chunk

Works for any chunk type
B PERS beginningof person chunk
I PERS inside person chunk
o outside































































3 HMM

Decoding problem most likely sequence
of hidden States

Trellis representation
Viterbi algorithm max over prev prob

Forward algorithm sum over prevprob

see MI unit 3



































































































4 Maximum Entropy Models

multinomial logistic regression

Probability of class given the observation x

PCC 2 I e
Ei Wifi

class

wi weight for feature fi

Every observation has a feature vector f

Features are indicator binary variables in
vector form

Eg features
This word ends in ingPrevious word is the

Each feature fi is associated with a

weight wi
i use features to predict part of speechtag
Let weight of a feature depend on a
particular class



































































































peck
exp EgWifi

E exp EWific'EC

Eg Secretariat NNP is V32 expected VBN
to to race tomorrow

race VB or NN

In sequence x

word words

tags

Possible features

f can
l if wordi race I can
o otherwise

face x
I if ti i TO C VB
0 otherwise

face x f if suffix word ing CABG
otherwise











































































A feature is simply a property
dependent on C and observation x

weight Wilcox indicates how strong
the feature fi is for the word

current word race

MEM probability of a class on a word
not for a whole sequence

Turn into a Markov model



































































































5 Maximum Entropy Markov model
a previous word tag classification used as
feature for next word

w w sequence of words
T t sequence of tags
Hmm maximize PCT W using Bayesrule compute likelihood

I argmax PCTIW
T

argmax PEWITT PCT
T

argmaxtpcwordiltagi.IPCtagiltagi.itT d di
emission transition

MEMM use training directlycompute posterior

F argmax PCT IW
T

argmax I PCtilwistieT


























































































In addition add features depending on
other previous next words

MEMM POS tagger conditions on
1 Observation word
2 Neighbouring words
3 Previous tags
4 Combinations

Feature templates

Used to automatically populate set of featuresfrom every instance

Features for unknown words



































































































Word shape features

Lowercase letters x

uppercase letters X

Digits d
retain punctuation

Eg I M F X X X

Eg Dc 10 30 xx dd dd

shortened version remove consecutive char
types

Eg DC 10 30 xd d

Features for known Words
computed for all training words

features for unknown words

can be computed for all training words

only on training words with freqc threshold

feature cutoff

















































































	 	 https://awni.github.io/label-bias/











Decoding 9 Training MEMMS

l neighbourhoodF argmax PCTIW words

T K neigh

argmax
Pltilwited titty tags

T

argmaxy exp
ojfjltigwitel.tt

T i E exp EOjf.lt wEe tii4
t'EtagsetJsoftmax

Training
1 Greedy
2 Probability Viterbi algorithm

Label Bias Problem


